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therefore, (A3) and (A4) reduce to 

Cdxbtf{x)~]g{x)^[_2g{x3)/\f"{x3)\-\ J dm2), (A6) 

dxbU(x)-]g(x)e(x-xJ) = 2g'{xj)/\f"{xj)\ . (A7) 

(A7) is a finite expression, but (A6) contains the 

divergence, 

[*&(?)= fd&(Q/\l;\=l/\S\ for £ = 0 . (A8) 

To evaluate the integrals (4.5) to (4.8) it must first 
be noted that 8(z~z')2 is satisfied at the values of T 
for which Z—X(T') lies on a light cone oiz=x(j). Since 
z is a point on the world line of the charge, and the 
charge is assumed to move at speeds less than that of 
light, the only value of / for which the 8 function is 
satisfied is T' = T. Letting 

f{r')={z-z')\ g(r') = V , 

where f{rr) has a second-order zero at T'=T, and 

applying (A6) and (A7) we obtain directly (4.5) and 
(4.6). 

To obtain (4.7) and (4.8), we write 

deAv
K{z)/bz^ -e2 / J r ' i /d [5(2-2 ;0 2 ] /<V 

(Zfi'—z^iy d 
-e2 I dr' 8(z-zf)2 

{zj—z^zj dr' 

= e2fdr,b{z-z')2g{r')J (A9) 

and similarly, 

deAv
D(z)/dz»=^e2 (dr'biz-zyeiT-T^giT'), (A10) 

where 

g{r') = (d/dr'){ W-zJiZ/W-Z.)*;) . (All) 
Expanding g(r') in a Taylor's series about the point 
Tf=r gives 

g(r')= — ( i M ^ + § ^ ) + (z,xdzp/'dt+ZfjiZp+lZrdZp/'dt 

+±z»zvzJz<r/dt)(Tf-T)+0(T'-T)2. (A12) 

Applying (A6) and (A7) to (A9) and (A10), we obtain 
directly (4.7) and (4.8). 
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A finite many-particle system can have collective states for which the off-diagonal matrix elements of 
certain one-particle operators are of the same order of magnitude as the diagonal elements. In such cases it 
is suggested that the random-phase approximation is in need of generalization. Examples are the uniform 
translational motion of any system and the rotational motion of deformed nuclei. The generalization is 
suggested after a review and critical analysis of the Hartree-Fock approximation. The model single-particle 
wave functions of the latter are replaced by wave functions in a space labeled both by the particle variables 
and by the quantum numbers of the collective motion. These generalized amplitudes are denned field-
theoretically, and a self-consistent scheme for their calculation is obtained from the equations of motion. 
In addition to the self-consistent potential denned in the enlarged space, the energies of the excited states 
also turn out to be given by a natural self-consistency requirement. The new calculational scheme is first 
applied to a systematic restudy of the random-phase approximation where the self-consistency requirement 
on the energies has previously been overlooked. As a first characteristic application we obtain without 
"pushing" the total mass of a system in uniform translation, and a reinterpretation of the Hartree-Fock 
average field. 

I. INTRODUCTION AND REVIEW 

OUR aim in this paper is to describe a new method 
for the study of certain types of collective motion 

characteristic of finite many-particle systems. The 

* This work was supported in part through U. S. Atomic Energy 
Commission Contract AT (30-1)-2098. 

f A. P. Sloan Foundation Fellow. 

method is viewed most naturally as an extension of 
the Hartree-Fock approximation (HFA),1 and we have 
dubbed it the generalized Hartree-Fock approximation 
(GHFA). Several of the most fruitful recent develop-

1 A recent reference from which the reader may begin to trace 
the literature is W. H. Adams, Phys. Rev. 127, 1650 (1962). 
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ments in many-particle theory have been similarly 
characterized, and we shall show that our equations 
contain these as special cases. In particular, both the 
BCS theory of superconductivity2 with its extensions 
to the problems of3 liquid He3 and of nuclear structure,4 

as well as the random-phase approximation (RPA) of 
Bohm and Pines5 with its extension to include ground 
state correlations6 and pairing interactions,7 have been 
formulated as generalizations of the original time-
independent HFA. We shall show that our equations 
yield all of these approximations upon specialization. 
But they are also capable of dealing with problems for 
which previous formulations are not fully adequate, 
such as the center-of-mass problem and the problem 
of nuclear rotations. 

We deal concretely with a system of fermions de
scribed by annihilation and creation operators aa and 
a J for an arbitrary but complete set of single-particle 
states a. As usual the Hamiltonian is given by8 

H=(a\T\p)aJafi+l(o&\V\y8)aJaJa8ay, (la) 
with 

(«|r|j8)=os|r|a)*> (lb) 
and 

(a0\V\y8)=-(0a\V\y8)=-(ptP\V\&y) 
= (yB\V\a0)*. (lc) 

For orientation and a brief review, let us study the 
ground-state energy of the system, 

J M O ) = <0|ff |0>=(a |r | |8)OS|p |a) 
+t(a0 |V|78)<O|f l«Va,oT |O>, (2) 

05|p|a)=<O|a„ta f l |O). 

In the original HFA we factorize the two-particle 
expectation value, 

<01 aja^asay |0> = (51 p 10) (y | p | a) 

- ( T | p | / 3 ) ( 8 | p | a ) . (3) 

This is correct if the ground state is indeed a Slater 
determinant of orthonormal single-particle wave func
tions \pi(a), i= 1, • • •, N. Then 

(«|p|l8) = £ ^ ( a ¥ * * 0 8 ) . (4) 

The H F self-consistent equations for the determination 

2 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev. 
108, 1175 (1957). 

3 For example, P. W. Anderson and P. Morel, Phys. Rev. 123, 
1911 (1961). 

4 For example, M. Baranger, Phys. Rev. 122, 992 (1962). 
« D. Bohm and D. Pines, Phys. Rev. 92, 609 (1953). 
6 S. Fallieros and R. A. Ferrel, Phys. Rev. 116, 660 (1959). 
7 P. W. Anderson, Phys. Rev. 112, 1900 (1958). 
8 We shall almost always use the convention that repeated 

indices are summed. The matrix (a\T\p) represents the matrix 
element of the kinetic-energy operator between single-particle 
states (a\ and |'j8) whereas ( C ^ I ^ I T S ) is the antisymmetrized 
matrix element of the two-body potential. 

of the matrix p follow from the equations of motion, 

< 0 | [ a ^ a > # ] ( 0 ) = 0 , (5) 

and the factorization (3). In this formulation, the HFA 
appears strictly as a theory of the ground state. As is 
well known, however, the effective single-particle 
potential, 

(a\V\0)=(ou*'\V\pp')(P'\p\a')9 (6) 

serves, once it has been fixed by the N solutions ^-(a), 
to determine the remaining members fa (a), j—N+1, 
• • •, of a complete set, which can be used to construct 
excited states in the sense of the shell model. 

The ground-state theory of a fermion superrluid 
follows from the extension of the assumption (3) to 

{0\aja^aday\0)^(8\p\p)(y\p\a) 

-(y\p\(3)(d\p\a)+(0\*m3a)(8y\a\0), (7) 

where the new correlation function is defined by 

(«7k |0 ) = <0|aafl7 |0)=(0|(rt|57)*. (8) 

By the definition (8), we must understand one of two 
things: If we continue to work with the original 
Hamiltonian (1), then the two ground states indicated 
in (0\a&ay\0) must, of course, be distinguished in 
reality as those of N and N—2 particles in the bra and 
ket, respectively. On the other hand, it always turns 
out to be more convenient to work with Hr=H—pN, 
where p is the chemical potential and with the concept 
of a ground state in which the number of particles is 
not fixed. The generalized H F equations for this case, 
or as they have been properly called4 the Hartree-
Bogolyubov equations,9 follow from the requirements 

<0|[aptaa,Jff']|0) = 0 , (9) 

<0|[a^«,H]|0> = 0 , (10) 

and the assumption (7). The Hartree-Bogolyubov for
mulation can, by the introduction of a suitable matrix 
notation,10 be cast into the same formal mold as the 
usual HFA. Of course, this should not obscure the pro
found physical difference between the cases in that an 
independent particle ground state has been replaced by 
a pair ground state of the BCS type. In the following 
discussion, we shall omit any further reference to the 
superrluid case, remembering, however, that an appro
priate generalization is feasible in every instance, as 
we shall show in a later paper. 

The next stage of development of the theory is the 
recognition that even if the ground state is reasonably 
represented as a simple shell-model state as determined 
by the average H F field, the excited states may be 
rather poorly approximated as regards both their ener
gies and their wave functions. The simplest excited 
states are those in which we remove a particle from one 

9 N. N. Bogolyubov, Usp. Fiz. Nauk. 67, 549 (1959) [trans
lation: Soviet Phys.—Usp. 67, 236 (1959)]. 

10 J. G. Valatin, Phys. Rev. 122, 1012 (1961). 
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of the initially occupied modes ^;(a) and place it in one 
of the initially unoccupied modes *Ay(a). It may happen 
that the "residual" interaction which connects these 
"particle-hole" configurations induces important co
herence (or collective) effects, completely absent in the 
averaged field approximation. 

In the RPA, one considers a special class of such pos
sibilities by studying the matrix elements (01 a^aa \ n)9 

where in the simple shell model \n) can only be a 
particle-hole state, but where we now ask the theory to 
give us more accurately the class of states characterized 
by such nonvanishing matrix elements. The relevant 
equations are in this case (5) and 

=E(n)(ptn\p\fXS). (11) 

In evaluating the left-hand side of (11), we encounter 
a correlation function of the form (01 aja^a$ay \ n). The 
basic approximation of the RPA is that this matrix 
element is well-represented by an antisymmetric fac
torization process 

(01 aja^asdy | w)=[(01 a^a8 | 0)(01 ajay | n) 

+ <0|^ t a , |»><»|a a ta 7 |n>]-[ («^7)] . (12) 

With the additional assumption 

(n | ajay \ n)^{01 ajay10), (13) 

Eq. (12) becomes 

(0\aJa^a8ay\n)9*t(8\p\/3)(yn\p\aO) 

+ (7 |p |a)(«» |p | j80)]-[(««7)] . (14) 

If we assume the (51 p 10) to be given by the HFA, then 
with (14), (11) becomes an eigenvalue problem for the 
excitation energies E(n) and for (cm|p|/30). Before con
sidering the rationale of (12) and (13), we also remark 
that they imply, simply by analogy, a generalization of 
(3) to 

<0|aat^ta,a7 |0)=[(«|p|/3)(7|p|a) 

+ L («» |p | /«)) (70 |p |an)]- [ (5^7)] , (15) 
n 

and the additional sums will then correspondingly 
modify the ground-state energy expression Eq. (2). 

The a priori justification for (12) and (13) is based 
on the picture that the states \n) under investigation 
are given approximately as coherent superpositions of 
particle-hole configurations.11 Whereas the nonvanishing 
matrix elements (a|p|/S) are of order unity, the non-
vanishing {an | p | /SO) can be shown to be of order N~112 

for this class of coherent states. This justifies the 
linearization procedure (12), which supposes the off-
diagonal elements to be small compared to the diagonal 
ones, whereas (13) follows to order A "̂1 from the fact 
that only one particle out of N is excited on the average. 

11 The excited particle has, however, been promoted from a 
ground state in which the particles are to some extent correlated. 

The RPA has proved its value in the study of the excited 
states of an infinite medium5-7 as well as in the study of 
certain classes of excited states in finite systems, nota
bly for various kinds of vibrational states of nuclei.12 

The major new feature of this paper is a treatment of 
important types of collective excitations for which the 
linearization process (12) and (13) is inadequate. We 
illustrate by an example which served as the starting 
point of the work, i.e., the rotational spectrum of de
formed nuclei. Let \n) here represent any member of 
the rotation band of the ground state of an even-even 
nucleus, so that 10) is a spherically symmetric state. Let 
the aa be destruction operators for particles of definite 
angular momentum. It follows that only the elements 
(a|p|/3) with a=£ are nonvanishing, and this means 
that the HFA as formulated in Eqs. (3)-(5) cannot 
possibly yield a deformed-well shell model, known to 
be a sound basis for the understanding of many nuclear 
properties in the region of deformed nuclei.13 

A formal way out of this dilemma is not difficult to 
find. We simply put on blinders and replace |0) by 
10, deformed), i.e., we lift the restriction that the ground 
state be one of definite angular momentum. The theory 
that then emerges from (3)-(5) can have solutions 
corresponding to the deformed-well model. But now we 
must certainly probe more deeply the significance of the 
increased freedom we have allowed ourselves in the 
choice of trial function. Its meaning is, in fact, well 
known.14 Since the energy differences between neigh
boring states of the band | n) are quite small compared 
to the total binding energy of the ground state, it 
appears reasonable to allow as a trial function the form 

10, deformed) = £ A (I) \ I), (16) 
i 

i.e., a superposition of states with different rotation 
symmetry. 

In so far as we now find a solution (a|p|#) with 
important elements a 4= ft this has the clear implication 
that we are dealing with a physical problem for which 
there are matrix elements (n\a^aa\n'), n^nf, of the 
same order of magnitude as the diagonal elements and, 
in particular, as (01 a^aa | 0). 

In this paper we begin the development of a theory 
which incorporates such a possibility from the outset 
and thus goes beyond both the HFA and the RPA. We 
shall attempt to establish that the basic equations may 
be cast in the form 

(nf\Waa,H2\n)^lE(n)-E(n^(oin\p\^n,)7 (17) 

12 For example, G. Brown, A. Evans, and D. J. Thouless, Nucl. 
Phys. 24, 1 (1961). 

13 For a recent summary, see B. R. Mottelson and S. G. Nilsson, 
Kgl. Danske Videnskab. Selskab, Mat. Fys. Skrifter No. 8 (1959). 

14 R. E. Peierls and J. Yoccoz, Proc. Phys. Soc. (London) 
A70, 381 (1957); see also A. K. Kerman, Nuclear Reactions 
(Interscience Publishers, Inc., New York, 1959), Vol. I. 
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together with the generalized factorization 

(n'\aaW<HOr\n)=JL {(«»" | P | £»') (Y» IPI«»") 
n" 

-{yn"\9\$n')($>n\p\an")}. (18) 

We emphasize once again that all previous approxi
mations can be extracted from (17) and (18). In order 
to illustrate the extended range of application of these 
equations, we have in this first paper applied (17) and 
(18) to the problem of uniform-translational motion 
and shown how to compute the total mass of a system 
without "pushing." A natural interpretation of the 
average potential is also obtained. Similarly, we shall 
show in a subsequent paper how to extract nuclear 
moments of inertia without "cranking." The possibility 
of carrying out this program follows from the fact that 
Eq. (17) contains precisely those energy differences 
between rotational states which are suppressed in the 
deformed-well model. We shall see, however, that in 
contrast to the RPA, Eq. (17) does not yield an eigen
value problem, but rather the E(n) must be computed 
directly from the expression 

WN(0)+E(n) = (n\H\n), (19) 

evaluated in an approximation based on (18). This is 
formulated as a self-consistency requirement among 
(17), (18), and (19). This self-consistency requirement, 
as we shall show, also plays a role in the RPA, where it 
has previously been overlooked. 

We begin our study in Sec. I I with a review of the 
HFA. At the end of the section a derivation of the HFA 
is presented, which, though superficially clumsy as a 
form of argumentation, has the virtue of suggesting 
the direction to be taken for generalization. Section I I I 
then contains the complete statement of the formal 
generalization we propose, the GHFA. In Sec. IV, we 
derive the RPA as a special class of solutions of the 
GHFA. Here we have found at least one novel result in 
that the self-consistency condition mentioned above is 
seen to imply a different normalization condition for the 
RPA amplitudes. Finally, Sec. V contains a study of 
the problem of translation. The equation of the GHFA 
are solved exactly for this case and shown to yield the 
correct total mass of the system. The same result is 
then achieved by an approximation method which will 
serve as a prototype for future applications. 

Appendix A reviews the question of local stability15 

of a solution of the HFA. In Appendix B, we discuss a 
preliminary variational formulation of the GHFA. 
Finally, Appendix C is devoted to a study of the zero-
energy solutions of the RPA. 

II. THE HARTREE-FOCK METHOD 

We devote this section to a review of largely well
-known results in the theory of the self-consistent field 

16 D. J. Thouless, Nucl. Phys. 21, 225 (1960). 

approximation. This will provide us with a corpus of 
classical results with which to compare the extensions 
to be proposed later. I t will also serve to introduce those 
methods of reasoning which suggest most naturally the 
generalizations in question. We begin with the operator 
equations of motion which follow from the Hamiltonian 
(1), 

Zaafl]^(a\T\P)afi+ttcfi\V\yB)afaiay, (20) 

[ a t t t , f f > - (a\ r | j 8 ) V - *(<tf| V\yS)*a7Wafi. . (21) 

As an example of16 Eq. (20) we study the matrix 
elements (i\aa\0) connecting the ground state |0) of 
the system of N particles with one of the eigenstates 
| i) of the N— 1 particle system. Let WN(0) and WN-I(J) 
be the associated energy values with 

Si=WN(0)-Wv-i(i). (22) 

From (20) we then obtain (no sum on i understood) 

tS#afi-(a\T\PW\at\Q) 
= h(aP\V\yt)(i\aJa6ay\0). (23) 

To arrive at the self-consistent field approximation, 
we set 

(ap\V\yd)(i\a^aday\0)^2(ap\V\y8) 

X(0\a^ab\0)(i\ay\0), (24) 

which is equivalent to the factorization (3). We return 
below to further discussion of this step, proceeding for 
the moment in as straight a line as possible. In terms of 
the single-particle density matrix (a\p\P) of Eq. (2), 
and the Hartree-Fock self-consistent field (a\V\l3) of 
Eq. (6), Eq. (23) becomes 

C«^-(a | r | j 8)]<i |a / , |0>=(a | 'O | /3)<i | f l / 8 | 0> , (25) 

or with 

(a |3C| /3)s( a | ( r+%)) | /3) , *,(a) = <i|aa |0>, (26) 

«^(a)=(a |OC| |8 )^08) . (27) 

Equation (27) represents an equivalent single-particle 
problem, rendered closed, but nonlinear, through the 
circumstances that 3C is itself a functional of the vectors 
^»(a), since 

(«|p|/5) = E . -<0 |^ t | t )< i | a a | 0 ) 

-Zi+i(*)+i*(P). (28) 

The problem is, however, still not sufficiently well 
defined by (27) and the associated definitions. Since for 
a given 5C, (27) generates an infinite set of mutually 
orthogonal solutions \j/a

 17 

_______ I i . * W . ' ( « ) = 0 , a9*o'., (29) 
16 Though in the Introduction we have emphasized the density-

matrix, the reader will observe that in the body of the papdr, 
we emphasize the computation of HF wave functions. 

17 The index a will refer to a complete set of modes, whereas 
the indices i and j will refer to modes occupied and unoccupied, 
respectively, in the iV-particle ground state, 
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which set may be used in turn to yield via (28) the next 
approximation to 3C, it is clear that the ultimate solution * 
will depend on the number of \pi{a) used in (28), as well 
as on the norm assigned each one. The conditions which 
provide this information are 

£«<O|0«ta«|O> = £ « (a |p |a) = t rp= t f , (30) 

and the assertion that p is a projection operator, 

P2=P. (31) 

Equation (30) expresses the conservation of particles, 
whereas (31) may be established by studying the matrix 
element of the anticommutation relations, 

«^=<0|{a^a}|0) = 2:<^(«¥<*08) 
+Ei*y(«)*y*08), 

*y(a) = <0|aa |y>. (32) 

The wave functions <fo(a), the particle modes, satisfy 
(to order N~l) the same equation as the ^*(a), as can be 
shown by repeating the reasoning given for the latter 
and, therefore, are included in the orthogonality relation 
(29) since the associated eigenvalues are distinct from 
those of the ^i(a). From (32) and the definition 

(«Ml8) = 2:y*y(aWG8), (33) 

now follows (31) and, in addition, the equation 
T*=T, (34) 

since p r = 0 . 
Equation (31) yields the result that the \pi{a) are 

normalized and (30) then provides the supplementary 
information that we must construct p from precisely N 
such solutions. We have thus derived that |0) and \i) 
are the Slater determinants 

|o>=&M$o, |*>=IIM*o, 
*'-i i^i (35) 

V=0aty»(a)> 

and <£o is the vaccum state. From (35) we see that the 
b^ are the creation operators for the eigenvectors \pi of 
5C. In general to obtain the ground state we choose the 
N lowest eigenvalues of (27).18 The associated $i(a) 
then determine a V from which the remaining members 
\//j(a) — <t>j(a), j=N+l, • • •, of the complete set may be 
determined. 

We can compute the energy of the ground state in the 
same approximation by using Eqs. (1) and (3), 

WN(0) = (0\H\0)=(a\T\$)(P\p\a) 

+i(p0\V\yd)(t\p\P)(y\p\a) 
^ t r U T p + l D p ] 
= tr[T Hi \W+iF(£ 4 - *«fct) 

X O i M M ) ] . (36) 

The last form of (36) is a convenient basis for a 

18 Possible exceptions to this remark are discussed in Ref. 1, 
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second (and best known) characterization of the H F 
equations as those which determine a stationary point 
of (36) upon the variation of the \pi\ \f/i subject to a 
conserved norm19 ||^»||2= (^»,^»)= 1. Yet a third equiva
lent characterization, that described in Sec. I, is the 
statement that 

O,oe]=o, (37) 

subject to (30) and (31). Here (37) replaces (27) from 
which it may be readily deduced. Thus, the HFA is also 
characterized by the requirement that p and 5C be 
simultaneously brought to diagonal form, the "first N" 
eigenvalues of 3C corresponding to the eigenvalue unity 
of p, the remaining ones to the eigenvalue zero. In 
Appendix A we have included a review of the stability 
theory of the HFA. 

To conclude this section, we return to a critical study 
of the derivation of the H F theory. To this point, we 
have availed ourselves only of the standard derivations, 
as expressed, for example, in the factorizations (3) or 
(24) which commit us irrevocably to a Slater deter-
minantal wave function. We present here another mode 
of reasoning for which we at least claim the virtue that 
it suggested the generalization to be developed in the 
next section. In order to be able to use a general form of 
argument, we assume that a summation over a single-
particle label a is of order N. For (a/31 V \ yd) we must 
suppose either that it is proportional to N~2 or, equiva-
lently (the more usual case in practice), to N~l but that 
there is a conservation law which fixes the fourth index, 
given the other three. 

From these considerations alone, one may draw quali
tative conclusions concerning the order of magnitude 
of the matrix elements in our basic Eq. (23), using only 
the requirement that both sides be the same order of 
magnitude : 

(1) In most cases, i.e., for the order of N values of 
each of the indices, {i\a^a^ay\0)^N~l(i\a^\0). This is, 
for example, the order of magnitude given by per
turbation theory based upon an unperturbed single-
particle picture. Equivalently, this means that omitting 
a single term from the summation has no effect on the 
properties of the system for N large. Assuming for 
definiteness the case V^N~l, the total number of such 
terms is 0(N2). 

(2) We must, more generally, allow the possibility 
that for some values of the indices (i\a^a$ay\0) 
^N~^(i\a^\0)j where for fermions 3C>0. In this case 
the total number of terms on the right-hand side of 
(23) is 0(Nl+K). The realization of the case 3C=0 
corresponds precisely to the possibility of defining an 
HFA of some kind. The possible occurrence of values 
of 3Z intermediate between 0 and 1 will not be con
sidered here. For our present purposes we separate 
3C=0 from all other possible choices. 

19 We need not insist on the mutual orthogonality of the SE\-
since this emerges from the equations. 
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We now study a particular class of terms of the 3C=0 
type, namely those which yield the HFA. Consider the 
right-hand side of (23). For a given /3, we suppose that 
the case 3C=0 obtains if either 8 or y takes a subset 0' 
of values, necessarily small in number compared to N. 
To an error of the order of A7"-1 we may therefore write, 

Z (aP\V\y8)(i\aMay\0) 

= 2 £ (aP\V\yF)(i\afta?ay\0) 
Pyp' 

+ E (aP\V\y6)(i\a^aiay\0). (38) 

The HFA emerges from the additional assumptions 
that20 (i\a^ap>ay\0)={i\ayaptap>\0) is large only be
cause the diagonal matrix element (01 a^a$> | 0) is large 
^ O ( l ) , so that we may write 

(iIaya^ap>\0)^J2n (i\ay\n)(n|a^ap|0) 

2*(i\ay\0)(0\affiafi>\0), (39) 

and, finally, that the second term of (38) may be neg
lected compared to the first. Since on general grounds, 
the two terms of (38) are of the same order of magni
tude, this latter neglect requires further detailed study, 
which goes beyond the scope of this work.21 Qualita
tively though, one may recognize the possibility that 
in favorable cases the many contributions to the second 
term of (38) will add incoherently and, therefore, tend 
largely to cancel one another. 

With the above assumptions, we have reached the 
representation 

L (ap I VI yB)(i I afaay | 0 ) ^ 2 £ (<# | V \ yp') 
07$ 07/3' 

X ( 0 | ^ V | 0 ) ^ | a 7 | 0 ) . (40) 

This becomes equivalent to (24), upon which our 
derivation was originally based, as soon as we realize 
that we may now sum freely over /3' = 5, since the terms 
thereby added must by our previous reasoning be small. 
Having now rederived the usual HFA, we show in the 
next section how the reasoning just given may be 
generalized. 

III. THE GENERALIZED HARTREE-FOCK 
APPROXIMATION 

The generalization to be studied22 will be based on the 
decomposition (38) or analogous formulas in which only 

20 The commutation involved in this step is equivalent to the 
assumption that the HF potential for a system of N—l particles 
is sensibly the same as that for N particles. Thus, the error is of 
relative order iV*-1. 

21 The definition of the first term of (38) is sufficiently general 
as to include both the RPA and GHFA. A systematic theory of 
higher order effects, such as contained in the second term of (38) 
is in the course of development. See H. Suhl and N. R. Werthamer, 
Phys. Rev. 122, 359 (1961); C. Fano and J. Sawicki, Nuovo 
Cimento 20, 586 (1962). For an alternative method, see G. Do 
Dang and A. Klein, Phys. Rev. 130, 2572 (1963). 

22 A preliminary report has been given by A. K. Kerman and 
A. Klein, Phys. Letters 1, 185 (1962). 

the first term on the right-hand side is retained. This 
means that the resulting theory will not apply to 
systems with superfluid behavior. The required ex
tension is, however, relatively straightforward and will 
be developed in a later paper. We, therefore, assume 
that 

E (aP\V\y5)(i\aMay\fy-2 E M W ) 
/S75 07/3'" 

X(i\aya^ap>\0). (41) 

In contrast to the approximation (39), we shall now 
suppose that there exist (a small number of) excited 
states J n) for which 

(n I atfap 10)~ <01 afap | 0). (42) 

Physically, this means that there are one-particle 
operators with off-diagonal matrix elements as im
portant as their diagonal elements, and these enter 
importantly in the energy. Thus, we have to allow that 

(i I aya^ap 10) = ] £ n (i \ ay \ n)(n \ a^ap 10) 

^Znti(ynW0\p\Pn). (43) 

In place of the H F Eq. (25), we now obtain the equation 

ISfa- (a\T\j8)]fc03O) = (a01%) Ij8»)ifc(j8»), (44) 

where 
(a01 *U I fin) =(ay\V\ 08) (601 p \yn). (45) 

We are, thus, confronted with the obvious fact that 
the system of Eqs. (44) is incomplete. To obtain a closed 
system, we must study the equation of motion (20) for 
the matrix element \l/i(an)~(i\aa\v). Toward this end, 
we define 

WN(n)-WN-l{i) = lWN{n)-WN{$)~] 

+ [_WN(0)~WN^(j)-] 

^E(n)+gi (46) 

and generalize the factorization (43) by writing 

(iIaya^ap\n) = Y^w (i\ay\n')(ri\a^a?\n) 

^Y.n^i(yn'Wn\9W), (47) 

basing it on assumptions analogous to (42). Starting 
from (20) we then find the closed system of equations 

ZSi8nn>8ap+E(n)8nn>8ap- {a\T\fi)8nnr~]\l/i(fin') 
= (an\V\$nf)yPi{pn')y (48) 

with a GHF potential 

(an\V\ $nf) =(ay\V\ (38) (8n \ p \ yri). (49) 

The precise sense in which (48) and (49) constitute a 
closed system of equations and the kind of solutions to 
be sought thereto requires further specification. We 
first note that (48) can be rendered in a condensed form, 
comparable to (37), 

SMan) = (cm 13C10n')$i(0n'), (50) 
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where the GHF Hamiltonian, defined in an enlarged 
space designated both by the single-particle labels a 
and by the quantum numbers n of the excited states, 
is here given by 

(an\3C\Pn')^~-E(n)dnn>8a(i+(a\T\P)8nn> 

+ (an\V\pnf). (51) 

The GHF potential V is known from (49) if the solu
tions to (50) are known, since 

(dn | p | ynf) = (nf \ a^a& \ n) 

-Hi^nWiyn'). (52) 

This aspect of the self consistency generalizes immedi
ately that encountered in the traditional HFA. Ac
cording to (51), we must, however, also specify the 
E(n) in order to solve (50). Of the solution to the latter 
equation, we must then require that it reproduce the 
E(n) fed in initially. We must therefore seek additional 
self-consistency requirements. The form taken by these 
is to be given below [Eq. (60)]. We may already assert, 
however, that our method, if proven viable, will con
stitute a GHF A for the computation of the energies of 
classes of excited states of a many-body system. 

Before completing the justification for this assertion, 
let us backtrack a moment and seek conditions on the 
solutions \l/i(an)y analogous to those contained in (29), 
(30), and (31). Since 3C is Hermitian, we certainly have 

£ fa* (an)fa> (an) = 0, ij*i'. (53) 

a, n 

In analogy with (30) we also have 

T,a (an\p\anf) = (»|]£« ajaa|ri) = Nbnn>. (54) 
The direct generalization of (31), the statement that 

p is a projection operator, fails to hold, however, in the 
present theory. This is best seen by attempting to 
duplicate the steps in its derivation. Instead of (32) we 
have 

(n\ {ap\aa)\n') = ZiMcxnW(l3nf) 

+ L y <j>j(anf)<t>j*(f3n) = 8a(£nn', (55) 
where 

0/(owO=<»'k«lJ>> (56) 
will again represent the modes associated with an added 
particle. Two properties of (55) and (56), absent in the 
simple H F case, complicate the present situation. First 
we note that the collective quantum numbers n and n' 
interchange roles in the two terms of (55). More funda
mental is the observation that the modes \pi(an) and 
<f>j(an) no longer satisfy the same equations and, there
fore, fail to be orthogonal. In contrast to (50) and (51), 
a comparable derivation yields the equations 

Sj<t>j(an) =* (an \ X \ (3n')<t>j(j3n;), (57) 
where 

(an\3Z\ fin') = E (n)5nn'8a?+ (ct\T\ 0)5nn> 
+ (a»'|'U|/3»), (58) 

and 
Sj-E(n) = WN+i(j)-~WN(n). (59) 

We must therefore be content with (55) instead of the 
more perspicuous Eq. (31). 

Nevertheless, study of particular cases will show that 
(54) and (55) together provide the information previ
ously supplied by (30) and (31). I t should be clear, 
however, that we will be forced to study the hole modes 
ipi(an) in conjunction with the particle modes <t>j(an) 
since they are now inextricably coupled by the normali
zation condition (55). 

To complete the theoretical framework then, it 
remains only to specify the self-consistency conditions 
on the energy differences. But these are given naturally 
by the condition23 

WN(0)+E(n) = {n\H\n) 

= (a\T\P)(0n\p\an)+$ £„* (<tf| V\yS) 
X(8n\p\(3n')(ynf\p\an), (60) 

where the factorization (18), equivalent to (47), has 
been employed. To summarize, we must solve (50) and 
(57), subject to the self-consistency conditions (49) and 
(60) with the restrictions (54) and (55) on the nature of 
the solutions. 

Once we have obtained the solution we will have 
determined the collective energies E(n) and also the 
density matrix (an\p\a!nf) which will enable us to 
compute all the single-particle matrix elements between 
the collective states (n). And finally the "wave func
tions" ypi(an) give us the partial parentage between the 
collective states (n) of the iV-particle system and the 
coupled collective and hole states (i) of the (iV—l) 
particle system. 

In Appendix B we present a possible variational 
approach to the GHFA. 

IV. THE RANDOM-PHASE APPROXIMATION 

We devote the remainder of this paper to applications 
of the GHFA. In the present section which is largely 
though not completely a review, we show how to regain 
the RPA, heretofore the only systematic method 
available for the study of excited states. Toward this 
end we write our fundamental GHF equation in the 
explicit form 

[ Sim+E (n) 2^im (an) 

^(a\T\af)^im(a^n)+(aP\V\a'^) 

X [ E fc'm' ( / W * W W ) ] \ M « V ) , (61) 
i'm' 

where the former index (i) has been written as a double 

23 To be complete we should also study the off-diagonal quanti
ties (n\H\n') using the factorization (18), which should of course 
be zero for nj^n'. These conditions are generally satisfied identi
cally when the states n and n' differ in symmetry (for example, 
linear or angular momentum). 
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index (im) to take account of the new degree of freedom 
(n) in the wave functions. 

In the RPA the ground state is taken to be essentially 
of the H F type, with, however, small amplitudes for 
finding configurations with single particle-hole pairs, 
i.e., configurations in which one particle has been pro
moted from below to above the Fermi surface. In the 
usual RPA, amplitudes for double excitation are neg
lected. The expectation value of a typical one-particle 
operator in the ground state is then 0(N). The excited 
states of interest are those formed by a coherent super
position (of the order of N terms) of particle-hole con
figurations. From normalization considerations a typical 
coefficient for a particle-hole amplitude is 0(N~~m). I t 
follows that a typical one-particle operator has matrix 
elements which are 0(N1/2). This coherence (see below) 
is brought about by the residual interaction not con
tained in the original HFA, since in the latter the corre
sponding excited states are single particle-hole con
figurations. For this simple type of state the one-particle 
matrix elements are 0(1). 

I t is, furthermore, assumed for large N that the 
neighboring systems of iV+1 and N—l particles have 
corresponding coherent excited states differing only by 
the addition or removal of a particle in one of the H F 
modes. Thus, we write 

Sin&St-Eim), (62) 

where it is implied that the Si are approximately the 
unperturbed H F energies and the E(m) are the same set 
as the E(n), all this to an accuracy of relative order N"1. 

With this picture we write 

ho(aO)^in(an)^h(od, (63) 

fco (an) = & (a) £# (n), (64) 

\pin(aO) = <j>j(a)rjji(n). (65) 

As before, the i refer to occupied, the j to unoccupied 
modes. The proof that the £ and rj amplitudes can be so 
restricted is given below. From the previous qualitative 
discussion, the £# and 77̂  are 0(N~1/2). The rjji are non-
vanishing only in virtue of the fact that the ground 
state is not pure H F and describe therefore the ground-
state correlations. 

By systematic exploitation of the assumptions stated 
above, it is a straightforward matter to deduce from 
(61) the equations satisfied by the amplitudes defined 
in Eqs. (63)- (65). For the latter two amplitudes, we 
obtain in first order the equations 

ZSi-Sj+Einmiin) 

= *y*(a)(a»|,U|i8O)^08) 
= 0* ' | V\ij')iri.(n)+(jf\ V\ii')vj>i'*(n), (66) 

LSi-Ss-EWyijfin) 

= yP*(a)(an\V\f$Qi)<l>M 
= (ifI VI ji')w*{n)+ (« ' I V\ jm->i> (n). (67) 

The equation for the amplitude ^-(a), on the other hand, 
shows that the latter deviates from the simple H F wave 
function by terms of the second order in the small 
amplitudes £, 77. Only this qualitative result is needed 
in the sequel. 

Equations (66) and (67) are the standard form of the 
RPA.12 We must recognize, however, that the usual 
justification for choosing only particle-hole configu
rations £#, rjjiy and setting &{, T7;'t-=0 is based on the 
extended use of Eq. (31). The latter has been replaced 
by the more generally applicable condition (55) which 
forces us to consider hole and particle excitation on a 
relatively equal footing. To test the equivalence of the 
present theory to the conventional one we must study 
the particle modes, i.e., the equations for the <£ym(cm), 
examine the consequences of the supplementary con
ditions (54) and (55), and understand the role of the 
self-consistency condition (60), especially in light of the 
fact that Eqs. (66) and (67) define an eigenvalue 
problem for the E(n). Only after having satisfied our
selves on all these points shall we return to the eigen
value problem, the usual focus of interest. 

To launch this program we first write, in analogy 
with Eqs. (64) and (65) 

<£yo (an) = fa (a)Mj (n), (68) 

*y»(«0) = ^ ( a ) ^ ( » ) . (69) 

From (57) and (58) we then find to first order 

(Sj~ S~E(n)hij(n)^h(a)(aO\V\fin)4>j(0), (70) 

(Sj-Si+E(n))v^(n)^^(a)(aO\V\fin)U0)^ (71) 

Comparison of (70) with (66) and (71) with (67) shows 
that 

& ( « ) = - * / * ( * ) , (72) 

Vji*W=*-vij(n). (73) 

This identification will play an essential role in the 
study of the supplementary conditions (54) and (55) to 
which we now turn. 

With the help of these conditions we shall first justify 
the restrictions placed on the summations in (64), (65), 
(68), and (69). We, therefore, provisionally extend the 
summations in these equations over both particle and 
hole modes. With the help of (72) and (73), we find for 
an off-diagonal element of (55) 

0=<0[{V, f l o}|»> 

+M")4>j*(P)Zbr (»)+WW], (74) 
or 

fc'.-(»)+n«'*(n) - *yy M + ^ i * (») = 0. (75) 

Though these conditions are sufficient to ensure that 
Eqs. (66) and (67), for example, would be unmodified 
by the extended summations, there would still remain 
the additional equations for the individual amplitudes 
in (75). That the latter vanish separately in the present 
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approximation follows from conditions of the type 

(i|bi*bi>t\i) = £ n (i\bi> \n)(n| M |i) 
= E » | M » ) l 2 = 0 . (76) 

Here we have used the H F value of the initial matrix 
element and the definition 

(i\bi>\n)=bi(n), (77) 

which follows from (64) (summation extended to include 
both particles and holes) and the definition (35) of the 
eigenmode operators bi. A similar argument yields 

The diagonal elements of (55), on the other hand, 
contain important information concerning the renor-
malization of amplitudes to second order. If we write 

<ik«|0> = ^ ( a ) = i l ^ ( 0 ) ( « ) + V i ( « ) , (78) 

where t/^(0) (a) is the normalized H F solution, 8\f/i is both 
second order in the £, rj and orthogonal to ^ ( 0 ) ( a ) , and 
correspondingly for 5#y(a) in 

*y(a) = ^ i«y ( 0 ) («)+^y(a) . (79) 

We can thus calculate 

<0|{aflt,aa}|0> = 5 o / , = E M < | W 0 ) ( « W 0 ) * C 8 ) 
i 

+ Z [W<(aW0)*G3)+fc(0)(«)*fc*G3)] 

+ L <t>j(od<t>j>*(P)vn(n)vj'i*(n) 

iji' n 

+ £ My|^/»(«)0/W*(i8) 
7 

+ Z [8fc(a)*y<«*(/3)+*/«(a)^*C8)] 

y 

+ E fc(0) (a)fc.(0>*(0)nji*(n)DH> (n). (80) 
ii'.jn 

In obtaining (80) use has been made of (65), (69), and 
(73). From (80), we can conclude the important result 

M < l * = l - £ / » M » ) l 2 . (81) 

Notice that (81) is equivalent to the statement 

l = E«^*(a¥*-(a)+Ean^»n*(aO)^,-»(a») 
= Za(0\aJ\i)(i\aa\0) 

+Z«n(0\aj\in)(in\aa\0). (82) 

If we sum over i and suppose the latter, as in the simple 
HFA, taken on N possible values, we find, using 
completeness, 

N=Za{0\aJaa\0). (83) 

With the normalization (81) we have thus conserved 
particles in the ground state. 

I t is also necessary to study the corresponding nor
malization condition for an excited state n. We now 
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write 
^ , W = i l , { » W W ( a ) + ^ » W , (84) 

allowing a possible dependence of the normalization on 
the state n and still requiring consistently that d\f/in(an) 
be of second order and orthogonal to \pi(0)(a). By 
studying the equation 

$*i3=(n\{a(i^aa}\n), (85) 

we do, indeed, discover a different normalization, 

M i ( » ) l 2 = l - E ! ^ ( « ' ) | 2 - Z \Un)\\ (86) 
in' i 

the additional term following from the occurrence of 
the ground state as an intermediate state in the spectral 
decomposition of (85). We again find compatibility with 
the condition (54), 

N=Y,a (n\ajaa\n). (87) 

Finally, it is easy to check that off-diagonal elements of 
(54) consistently vanish. 

We have thus exhausted the consequences of (54) and 
(55) for our approximation. In particular, we have 
obtained, in (81) and (86), renormalization of the H F 
amplitudes. We have yet to deduce any information, 
however, concerning the normalization of solutions of 
(66) and (67). As we shall now see, this will be deter
mined by the self-consistency requirement, 

WN(0)+E(n)= (a\T\af) £ fin(a'm)fin*(an) 

im 

m' i'm' 

XElM«V)i fc»*M]. (88) 
im 

We consider first the case n=0, and write 

WN(0) = WN™ (0)+AW, (89) 

where WN(0)(®) *S the energy given by the HFA. For 
AW we obtain from (88) after some calculation in which 
account is taken of (64)-(67) and (81) 

AW= \ £ { £ ( » ) - [ 5 y - S J > [ | & ( « ) I s - \vji(») I2] 
nji 

= £ « A W ( n ) . (90) 

The corresponding calculation for an excited state, 
which employs the same equations as needed for (90), 
and (86) in addition, yields, after some algebra, 

WN(0)+E(n) = WN^(0)+AW-AW(n) 

+^WL(I^WI2~|^WI2}. (91) 
ji 

We make use of (89) and conclude that self-consistency 
here yields a normalization condition appropriate to 
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the positive energy eigenvalues, 

i/wi2-i:{i&(«)i2-^wi2} 
= l + [ A I f ( # ) / £ ( # ) ] . (92) 

If we renormalize £#(») and i\n{n) so that 

E{|^ (0 )W!2-|^ (0 )W|2} = i, (93) 
ji 

then (92) and (90) imply 

\f(n)\2=E(n)/[_E(n)-AWW(n)^, (94) 
where 

ji 

X{|fe(0)WI2-|W0)WI2}. (95) 
The deviation of j(n) from unity is a measure of the 

breakdown of the usual quasiboson picture attached to 
the RPA. Examination of Eqs. (94) and (95) indicates 
that such deviations may be the more appreciable, the 
smaller the excitation energy E(n). 

We have now completed our account of the fresh 
insights offered into the RPA from the vantage point 
of the GHFA. We conclude this section with a brief 
resume of some of the salient properties of the eigen
value problem (66) and (67). This is best carried out 
after the introduction of a compact matrix notation for 
these equations. 

In view of their structure, it appears natural to 
associate r\jt{n) with £#(w) as a vector. Indeed, we 
recognize the matrix M which plays a role in the sta
bility considerations of Thouless,15 (Appendix A). 
Defining the column vector Z(n), 

\Vji(n)/ 

and the metric tensor T3, the third Pauli matrix, our 
equations may be written 

MZ(») = JE(»)*8Z(») (97) 
or 

(xM)Z(n) = E(n)Z(n). (98) 

I t will be of consequence for what follows that the 
matrix T 3 M is not Hermitian (although M is). 

Let us briefly catalog some of the properties of (97). 
We first note that if E(n) is a solution belonging to the 
eigenvector Z(n), then (allowing complex solutions) 
—E(n)* is also a solution with eigenvector 

^ Z * W = Q - (99) 

This follows from the property of M expressed by the 
equation 

T I M ^ M * . (100) 

For physical consistency, we must, however, demand 
real eigenvalues Ein). In the latter case there will be 
two sets, the positive eigenvalues \E{n)\ corresponding 
to the equations (66) and (67) as written, i.e., to the 
collective excitation energies of the A^-particle system. 
The negative set — \E(n)\ are, in the present context, 
equally physical, since they correspond to the negative 
of the collective state energies of the N—l particle 
system. Whereas (66) was obtained by studying the 
equations satisfied by the \f/io(an), if we had instead 
studied the equations for the ^ n ( a 0 ) , we should have 
obtained precisely the equations for the second set of 
solutions with the physical interpretation as given. 

The necessary and sufficient condition that the E(n) 
be real and nonzero is that M be positive definite. This 
is the same as the condition that the original H F solu
tion be stable against small deformation.15 The suffi
ciency condition is simple to prove: We study the 
expression 

Zt(»)MZ(») = E(«)Zt(»)T8Z(»)>0, (101) 

i.e., since M is Hermitian and positive-definite the left-
hand side is real and positive. Since Z^(n)*%Z(n) is also 
real, E(n) must be real and of the same sign as the 
scalar product. 

The converse takes the following form. If the E(n) 
are real and nonzero, and if, as we shall establish inde
pendently below, (a) the eigenvectors form a complete 
set, (b) the sign of the scalar product is that of E(n), 
then M is positive definite. For if Z is an arbitrary 
vector, we may then expand 

Z=T,nB(n)Z(n), (102) 

and using the mutual orthogonality of the Z(n), with 
the metric r3, which follows from (97), we have 

Z t M Z = L w \B(n)\2E(n)ft(n)^Z(n)>0. (103) 

We thus have the result that the condition for stability 
of the original H F solution and the condition that the 
RPA yield physically acceptable results (real eigen
values) are one and the same. 

To complete the picture, we must thus prove hy
potheses (a) and (b). For the details of the proof of (a), 
we refer to the work of Thouless.24 (We assume, as does 
he, that we are dealing with a finite-dimensional vector 
space.) The basic element of the proof is the obser
vation that if two vectors Y and X are orthogonal in 
the sense 

Xt* 8Y=0, (104) 

they are linearly-independent unless one of them has 
norm zero (as do the vectors for eigenvalue zero). The 
proof can then be constructed in close analogy to that 
for an Hermitian matrix. 

The case for point (b) has, in fact, already been made 
24 For a previous account, see D. J. Thouless, Nucl. Phys. 22, 

78 (1961), where the reader will find some of the results given at 
the end of this section. 
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in connection with the study of the self-consistency 
requirement. I t is that [ / ( » ) ? , Eq. (94) be positive, 
which should be true as long as E(n)>0. 

A study of the problem of E(n)~Q is reserved for 
Appendix C. 

V. THE GHFA APPLIED TO UNIFORM 
TRANSLATIONAL MOTION 

In this section, we study the example for which the 
GHFA can be solved in all essentials exactly, i.e., the 
example in which we take into account the class of 
excited states which represent the ground state in 
uniform translational motion25 with momentum K. We 
deal with one-dimensional motion, since this changes 
none of the important features of the problem. We work, 
conveniently, in coordinate space, 

(a\T\fi)-^T(x)x
f) = 8(x-xf)(-V2/2m) 

= 8(x-x')(p2/2rn), 

(ap\V\y8) -> V(x,x"; x/x"'). 

We assume that V is both translationally invariant, 

V(x+X, x"+X; x'+X, x'"+X) 

= F(s , z" ; * > ' " ) , (105) 
and Galilean invariant, 

V (x,x"; x',x'") = 8 (x+ x" -x'-x,n) 
Xv(x,x//;x\x,,/). (106) 

The fundamental equations to be solved self con
sistently fall into several categories. The modes which 
describe a generalized hole in the A^-particle systems 
satisfy 

£SiQ+E(K)^iQ(xK)=(p*/2m)tiQ(xK) 

+ (xK\V | xfK')xl;iQ{xfKf), (107) 

(xK\v\x'Kf)= V(*,*"; * > " ' ) ( x ' " K | p | x"K'), (108) 

(xK\p\x'K') = ZiQ *iQ(xK)t%Q*(x'Kf), (109) 

and 

dx(xK\p\ xKf) = N8KK> . (110) 

We must simultaneously consider the generalized 
particle modes satisfying 

ZSsQ-E(K)y>iQ(xK)= (p2/2m)<t>jQ(xK) 
+ {xK,\v\x,K)ct>jQ{x'K'), (111) 

since the two sets are coupled by the condition 

(%K\p\tfK')+(xK\T\x!K') = b(x-x')hKK>, (112) 

with 
{xK\r\xfK')^Y, <f>jQ{xK')<t>jQ*(x'K). (113) 

1Q 

26 The problem studied in this section has also been investigated 
by a method whose spirit is similar to ours by M. Bolsterlei, Phys. 
Rev. 129, 2830 (1963). 

A N D A . K L E I N 

Finally we have the self-consistency condition 

WN(0)+E(K)~WN(0)+(K2/2M) 

^T(x,x')(xfK\p\xK) 

+hV(x,x"; * > " ' ) (x'"K|p| x"K') 

X{x'K'\p\xK). (114) 

We first show in what sense (107)-(110) can be solved 
exactly for the given spectrum E(K), i.e., the given 
"total mass" M. We shall then examine the extent to 
which the remaining conditions can be satisfied. I t is 
convenient first to transform these equations by intro
ducing a complete set of localized states, 

|X>= \K){K\X)=Lr1'2 exp(-iKX)\K), 

(X\X')=8(X-X>), (115) 

where L is the size of the system. If Pop is the total 
momentum operator of the actual physical system we 
have 

e x p ( ; P o p X ) | X ) H X = 0 > , (116) 

with the definition 

fiQ(xX) = 4,iQ(xK)(K\X), (117) 

Eq. (107) transforms to 

l8iQ- (d2/2MdX2)^iQ(xX)^ (p2/2m)+iQ(xX) 
+ (xX\V\x'X')tiQ(x'X'). (118) 

If \f/(x) is the destruction operator at the point x, we 
have, using the translational invariance in all its 
meanings 

fiQ(xX)=(iQ\it,(x)\X) 
= (iQ\^(x) exp(-iPopX)\X=0) 
= {iQ\exp(~iPo»X)t(x-X)\X=0) 

EEL-I/2 exp(-iQX)fiQ(x-X), (119) 

where we have thus chosen | iQ) to be an eigenstate of 
total momentum with eigenvalue Q, and we have defined 
the amplitude fiq{x). 

We find upon insertion of (119) into (118) and with 
the help of the definitions 

Si+66iQ= SiQ+Q2/2M, (120) 

fx=mM/(M-m)y (121) 
that 

l&i+*6iQ+ (QP/M)- (p2/2fx)-]fiQ(x-X) 
= expliQ(X-X')'](xX\V\cfX')fiQ(x'-X'). (122) 

The combination 

- {?/!»)+ (Qp/M)= - ( 1 / 2 M ) | > - (p.Q/M)J 
+ (M&/2M*) (123) 

suggests the substitution 

fiQ(x-X) = exp\j(MQ/MKx-X)]M*-X), (124) 

and the identification 

5 < S I Q = - M O V 2 M 2 . (125) 
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It remains to be shown, however, that the resulting 
equation, 

= exp{-i(iiQ/M)(x-X-x/+X')+iQ(X-X')} 
X (xX\V | xfX')fi{xr~Xf), (126) 

is, in fact, independent of Q, so that (124) and (125) 
represent a self-consistent possibility. 

Toward this end we study the density matrix 

(xX\p\x'X') 

= Y,*iQ(xX)+iQ*(x'X') 
iQ 

= E 5 { ( X - X 0 [ 1 + ( M / M ) ] - ( ^ - X 0 ( M / M ) } 
i 

Xfi(x-X)fi*(x'-X') 

= (M/M+n)8[(X-X')+(x-x')(P/M+»)2 

X E fi(x-X)fi*Zx'-X+(x-x') 
i 

X(i*/ilf+/*)], (127) 

which has been evaluated with the help of (119) and 
(124). If we remember the condition for Galilean in-
variance, Eq. (124), and substitute (127) into (126), 
we find that the phase factors dependent on Q cancel 
and we end up with the equation 

ISi- (py2n)~]fi{x-X)= (M/M+tx)V(x,x";x',xf") 

X&fi'W'-X) 

XfiV-X+ix-x'MM+ti']} 

Xflx'-X+(x~x')(ix/M+^. (128) 

From the translational invariance of V, we see that the 
solutions of (128) do not depend on the precise value of 
X. Setting X=0 and carrying out a simple change of 
variables, we may write 

ZSi-ipWlfiW^Vlx^; (M/M)1M*'), (129) 

where 

V[_X,X';(JJL/M)2 

= V[x7 x"+ (x'-x) {fx/M); x'+ (x'-x) (n/M), *'"] 
XZifi&'VW). (130) 

It is easy to see that V[_x,xf; (jx/M)~] is Hermitian and 
as (ix/M) —> 0, it reduces to the customary HF po
tential. Presuming that (129, 130) can be solved self 
consistently we have for a given mass M found the 
exact solutions to (107)-(109). 

In order actually to find the solution of (129), we 
must know what norm to assign to the fi(x)9 assuming 
from the known HF limit that we must choose precisely 
N solutions. A complete answer to this question involves 
necessarily the simultaneous study of (110)-(113). Here 

we shall infer the result from (110) alone and show the 
self consistency of (114) before carrying out a more 
formally complete study. From (127) we find 

iVr5(X-X/)= / dx(xX\p\xX') 

=d(x-x%M/(M+fjini:\\fi\\2, (131) 
i 

and thus infer, assigning equal norm to each mode, that 

W=(M+»)/M. (132) 

The self-consistency condition now yields, with the 
aid of (127), (130), and (132) 

WN(0)= (M/M+tf E ffi*(x){f/2v)ji{x) 

X[Z/;(*')/<*(*)], (133) 
i 

{KyiM) = E II UflMtxy ( M + M ) 3 ] (K*/2m) 
i 

= (Nm/M) (i£2/2M)[l+0(w/M)], (134) 

From (133) we see that the ground-state energy is 
essentially that given by the HF theory except for 
corrections of relative order AT-1, whereas from (134) 
we find the result which helps substantiate the sound
ness of our method, namely M=^Nmy again with cor
rections of relative order A^-1. 

As a final point, it is not difficult to verify that our 
solution (127) for the density matrix confirms the input 
hypothesis of the method, in that a study, for example, 
of matrix elements such as (xK\p\x'K'), KT^K', shows 
that they are sensibly the same order of magnitude as 
the diagonal elements K=Kf as long as \K—K'\ SR"1, 
where R is the size of the single-particle functions. 

In the application of our method to physically more 
interesting problems of collective motion, where the 
exact solutions are not known, it will be necessary to 
resort to an approximation method to obtain self-
consistent solutions to the desired accuracy. It will, 
therefore, prove instructive to develop this method first 
for the example at hand. Incidentally, we shall verify 
to the required order that we can also solve Eqs. (I l l) 
and (112), which we have so far ignored. 

We, therefore, study (107) and (111) following a 
procedure suggested by the investigations of the previ
ous section. We can unify and simplify our consider
ations of these two equations if we are willing to replace 
M, Eq. (121), by m and similarly for the corresponding 
quantity yJ—[Mm/(M+m)~] which can be shown to 
enter in the study of (111). With this approximation, 
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and with the definition (119) and 

^Q(x,X) = L~^e^fjQ(x-X), (135) 

the two equations to be considered are the following 
approximations to (122), 

[ £ + (Qp/M)- (p2/2m)2Mx~X) 
= exp[iQ(X-X')l(xX\v\x'X')fiQ(x'-X/), (136) 

and corresponding to (111) and (135) 

[ 5 y + (Qp/M)- (pV2mmQ(x-X) 

= e x p [ - iQ ( X - X ' ) ] (xXf \ V | xfX) 
XfjQ{x'-X'). (137) 

Here we have dropped terms 88iQ and 8SJQ because we 
shall use (136) and (137) only for the first-order change 
in the wave function about its H F value. 

To solve (136), for example, we try 

fiQ(x) = fi(x)+j: fa(x)Cai(Q). (138) 

We emphasize that (138) is correct to first order only. 
Second-order corrections will be discussed briefly below. 
From (136) and (138) we find 

(a\p\i)(Q/M)=(Sa-Si)Cai(Q) 

+ \dxdxfdx"dx,ndX'J*(x-X) 

X e x p p Q ( X - X ' ) ] F ( # , x ' ' ; x\x"') 

X Z Z ~ 1 e x p [ - ^ ( X - X 0 ] 
a' if K 

X{fa>{xf"-X)U*{x"-Xf)Carif{K) 

+fir(x"'-X)fa,*(x"-X')Ca,i,*{K)} 

Xfi(xf-X>). (139) 

This equation can be simplified if we follow the sug
gestion contained in the inhomogeneous term and 
assume that 

Cai(Q)=(Q/M)Cai. (140) 

Upon introduction of (140) into (139) and integration 
by parts we obtain 

(a\p\i)=(Sa- Si)cai+ (aV\ V\ia!)ca>i> 
+ {aa'\V\ji')ca,i>. (141) 

To reach the form (141) we have been forced to discard 
several terms which vanish if we assume parity 
conservation. 

Several interesting consequences can be drawn im
mediately from (141). By studying the equation with 
a=i and then that obtained by interchanging i and i'', 

we learn that 
Ci'i'^-CH'*. (142) 

Equation (142) is sufficient to cause terms depending 
on these coefficients in the equation for a— j to cancel. 
Thus, the equations for the quantities ca and Cjt are 
closed and we can consistently set Ci>i=0. That we are 
required to do so in this approximation follows from 
reasoning similar to that associated with Eq. (76) of 
the previous section. 

Similarly, we can solve (137) by assuming 

f,-Q(x) = Mx)+T,i Mx)Ci3iQ/M), (143) 

where we have already incorporated the analog of (140) 
and (142). The resulting equation for C#, not to be 
recorded, demonstrates that 

Ca=-Cit. (144) 

We are thus left with the necessity of solving the 
simplified form of (141), which together with its com
plex conjugate can be written in matrix form, 

p = M C , (145) 
where 

f(j\p\i)\ /c3i\ 

\{j\p\i)*J \CjfJ 

and M is the familiar matrix encountered both in the 
study of stability of H F solutions and of the RPA. 

We verify that (145) admits the solution 

Cji=im(j\x\i). (147) 

For this purpose we use the assumption that x com
mutes with the interaction V, since the latter has been 
supposed Galilean invariant. The lemma of Appendix 
C then tells us that (145) may be written in the form 

U\P\$=-U\Lc&3\i)+(j\zcMi) 
~-im(j\\_xXpV2m)\\i), (148) 

which is, indeed, an identity. The importance of the 
terms depending on the potential in reaching this result 
is evident: These terms take account of the nonlocality 
or velocity dependence of the self-consistent potential. 
I t is also clear that displacing x in (147) by any constant 
does not alter any of our considerations so that the 
result coincides precisely to first order with the exact 
solution, Eq. (124). 

The reader will note that to this point we have still 
taken no heed of the normalization condition (112). 
The first-order solution defined by (138) and (140) is, 
however, not sufficiently accurate for use in the self-
consistency condition (114), since it is not difficult to 
see that an alteration in the norm of the solution which 
is of second order in (Q/M) will contribute to the total 
mass. If we restrict ourselves to the limit in which 
(m/M) —> 0, (Q/M) remaining finite, we can write to 

file:///CjfJ
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second order in the latter quantity 

/«(*) = Ai(Q)Mx)+i: Mx)Cji(Q/M) 

we obtain after some calculation 

+ Zfa(x)dai(Q/MY+---, (149) 

/*«(*) = Ai(Q)M*)+Z Mx)C«(Q/M) 
i 

+ Y.fa(x)daJ(Q/M)i+'--. (150) 

Here Ai(Q) and Aj(Q) are normalization constants, the 
fa being supposed a complete orthonormal set; by 
inserting (149) and (150) in (119) and (135), respec
tively, and the latter into (112), we can deduce the 
values of Ai(Q) and Aj(Q). (The nondiagonal second-
order terms dai, daj- were included above only to il
lustrate the form of the expansion.) We find 

M.-(e)i2=i-Ey|c^i2(e/jif)2, (i5i) 
My(e)i2=i-rdCy,i2(e/M)2. " (is2> 

It is essential to emphasize that the change in nor
malization of the hole modes arises according to (150) 
and (151) from the first-order corrections to the particle 
modes and conversely from (149) and (152). Neverthe
less, in virtue of Eq. (144) the result we have found in 
(151) and (152) is here tantamount to the requirements 
(to second order at least) that the wave functions 
yf/iQ{xX), (J)JQ(XX) be each normalized according to 

/ -
dxdX |fcQ(x,X) | 2= / dxdX \<t>jQ(x,X) \2= 1. (153) 

The corresponding conclusion was not applicable in the 
study of the RPA. 

We leave as an assertion that with the corrected 
normalization (151), we can, from the self-consisting 
requirement (114) derive anew the correct value of the 
mass. 

It is worth pointing out finally that in the semi-
classical limit in which we are now working a simplified 
derivation of a formula for the collective parameter M 
can be given. In this limit of (m/M) —» 0, the ground-
state energy is independent of the value of M, and we 
can proceed therefore by means of the formula 

J o 

dM~ 
K 

= £ (K*/2M). 
K 

(154) 

Though (154) holds for each K, the result we seek is 
obtained more easily by making use of the properties 
of the trace. Applying (154) to (114), making use of 
(107) and of the assumed normalization condition 

(d/dM~l) fdxY,tiQ*(xK)tiQ(xK)-
J K 

£ (Q2/2M) = - IdxdX 
Q 2 J 

XT,{tyiQ*(xX)(pQ/M)+iQ(xX) 
iQ 

+fiQ*(xX)(pQ/M)tyiQ(xX)}, (156) 
where 

tyiQixX^Ir1** exp(-iQX)fj(x-X)(Q/M)Cji. (157) 

From (156) and (157), we find directly that 

M=Y,ijcJi*u\p\i)+cJi(j\p\ir 
= £< ~-im(i\[x,p]\i) = Nm. (158) 

The main point, however, is that we shall find that 
formulas like (158) will be useful in the future appli
cations of the GHFA. 
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APPENDIX A: STABILITY CONDITIONS IN 
THE HARTREE-FOCK APPROXIMATION 

As an application of the results in Sec. II we study 
the condition 1»15 that the solutions \pi yield a true local 
minimum of the energy. In the expression (36), which 
is a functional Wljp^^i], we replace 

ypi—>^/=^t+5^», (Al) 

= 0, (155) 

where the \f// constitute a different orthonormal set, so 
that for instance 

||fc'||*= 1= 1+ 6Mfc)+ (ty*,4>i)+ MM • (A2) 
We find by straightforward calculation to second order 
in 8\f/i 

A ^ = ^ [ ^ ^ / t ] - T F [ ^ ^ ] = - t r E % # / 
7 = 1 

+ tr(T+V) E filWi* 
i 

+tr|F[E (MM+fM] 
i 

X E ( W , ^ * , ) ] ) (A3) 
V 

in which the first term was obtained with the aid of 
(27), (6), and (A2). The condition that the \f// also 
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represent a set of orthonormal vectors within the N- With the help of (42) and (27), Eq. (40) now becomes 
dimensional subspace denned by the fc permits us to AW=^ ((g ^ | 12+1 (i,v | F | jj>)XjiXyi, 
write i ,• 

(A4) 

where %#?= — Xw, but no condition other than small-
where 

+i (if \ V| ji')xji%j'i'*+Hji' I ^ I ij')%3i*%i'i 

+hUJ'\V\ii')%n*%j'i'*, (A6) 

ness is thereby imposed on the %5i. But the first term of (ab\ V\cd)=(aP\ V\y8)^a*(a)^b*(p)^c(y)^d(8). (A7) 
(A4) represents a unitary transformation within the T h e c Q n t e n t of (Af i ) b e r e n d e r e d m a n i f e s t b 

subspace of the ^ and, as is readily verified, leaves p w r i t i n g i t i n t h e f o r m 

and, therefore, the value of the energy unchanged. We 
may therefore simplify (A4) to 

5\[/i=\l/jXj{, (A5) 

where the sum is over unoccupied levels only. One can 
check directly that (30) and (31) are satisfied to first 
order. 

({ '{6s-&i)hii.hii.+ (ji'\V\ij') 

iii'\V\jj') 

Since M is Hermitian, we introduce its eigenvectors 

MX(«) = »X(«), (All) 

and expanding our arbitrary vector X, 

X=Z»c(co)X(co), (A12) 
obtain 

AJF=!Zco|cM|2w. (A13) 

Thus, the condition for a local minimum is that all the 
eigenvalues of the matrix M be positive. The relation
ship of this condition to the excited states of the system, 
as computed in the RPA is explored in detail in Sec. IV. 
Several interesting discussions of stability questions for 
particular systems have been given recently.1,26~28 

where 

and 

<") 

and we 

= §XtMX, 

Xji: 

(jj'\V\nf) 

— 8i)8jj>8ii>+(ij'\ 

define a matrix F 
reasoning as led to (A8) 

where, 

and 

(j\8V[, 

1 2Cji \ 

V\ji'))' 

as in (A9). 

•Xy, 
(A8) 

(A9) 

(MO) 

, we find by the same 

S2IF=iFtMF+Ft5T+FW, 

e.g., 

(i |av |*0= 

i)=(ap\8V\75W 

J(j\w\ 
\(J\SV\i 

'(«¥*• (T) 

xtXtA&W* •m-

(A17) 

(A18) 

(A19) 

The result (A 17) may be simplified, since from Eq. (27) 
A •, v ,. * .? -i i -,i- and its complex conjugate we can derive the equation 
As a second application of these ideas, we ask, within ^ J to H 

the HF framework for the change in energy of the 
system due to a small change in the Hamiltonian, 

T->T+8T, V-+V+8V. (A14) 

M F = - 6 T - 5 7 , (A20) 

which permits (A 17) to take the simpler form 

82W=±W(8T+8V) = - JFtMF. (A21) 
tf^ is the unperturbed density matrix^ then to first T o e y a l u a t e ( A 2 1 ) w e i r e ^ s o l u t i o n of ( A 2 Q ) 

which in general will be given in terms of the eigen
vectors of M. 

order we find trivially by means of the HF factorization 

W-trsrp^+i- trs w o ) 

= E (i\8T\f)+iJ:.(i#\V\ii'). (A15) 
If we once more expand in the set X(co) we have 

(A22) 

We shall be more interested in the case where one has 
to go to second order. If we write 

Sfo^jfji, (A16) 

2 6 1 . la Pomeranchuk, Zh. Eksperim. i Teor. Fiz. 35, 524 (1958) 
[translation: Soviet Phys.—JETP 8, 361 (1959)]. 

27 K. Sawada and N. Fukuda, Progr. Theoret. Phys. (Kyoto) 
25, 653 (1961). 

28 F. Iwamoto and K. Sawada, Phys. Rev. 126, 887 (1962). 

W = = - i E c o C 0 | / ( c o ) | 2 , 

F=£«/(a>)X(«). (A23) 

Inserting this into (A20) and expanding 

5T+$7==53C=£« 5A(co)X(co), (A24) 

f(a)) = 8h(a>)/<a when a>^0, (A25) 

W = - i E « \8h(w)\2/w, (A26) 

where 

we have 

and then 
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which reduces to second-order perturbation theory if 
the eigensolutions X(co) of (A20) are calculated neg
lecting the matrix elements of V in (A 10). 

APPENDIX B: A VARIATIONAL APPROACH TO 
THE GENERALIZED HARTREE-FOCK 

APPROXIMATION 

A possible variational formulation for the GHFA may 
be stated as follows: The GHFA method is equivalent 
to the requirement 

«E»<»|ff|»> = 0, (Bl) 

where (n\H\n) is given by Eq. (60) and the \pi(pm), 
\p*(an) are to be varied, subject to the constraints 

5 E MonWi*M = m= 0, (B2) 
a,i 

which is a special case of (54), and to a normalization 
condition 

5 £ M m ) & * M = M = 0. (B3) 
an 

Using the method of Lagrange multipliers we have 

5 E {(n\H\n)-Z (E(n) + Si)^(anW(an)} = 0, (B4) 
n a,i 

E(n) serving as Lagrange multiplier for the condition 
(B2), Si for the condition (B3). Equation (B4) is 
formally equivalent to (48). 

It appears, however, that the variational formulation 
is incomplete. To understand this assertion, let us 
consider first the usual HFA. In that case, the deri
vation based on the equations of motion provides from 
the start the physical interpretation of the parameters 
Si as energy differences. In the variational formulation 
the Si appear initially as Lagrange multipliers. Their 
physical significance is established as follows: From the 
density matrix p^p(Nfi), 

p(ff!0) = E M < t , (B5) 

we calculate WN(0). From the physical interpretation 
of p(N,Q) and of the \[/iy we conclude that we may 
calculate the energies WN-\(I) from the HF formula 
using density matrices 

P ( # - i , * ) = E i f c ' i M - ' (B6) 

We then find up to relative order A"-1, 

WN(0)-WN^(i)==^(a)(a\^\^i(^ 
= Siy (B7) 

the latter equality being derived from the HF equations 
themselves. 

The corresponding relationship for the GHFA con
tains less information. In order to obtain it, we suggest 

the following interpretation of our theory. Just as we 
have introduced the "band" of excited states associated 
with the ground state of the N-particle system, so have 
we also supposed that the index i of the N—l particle 
system is somewhat more explicitly written as im, 
where i indicates one of the intrinsic states and m is a 
member of the "band" associated with it. For each i, 
there are presumed to be rj values of m. As a special 
case of (54) or (B2), we have, for example, 

E fim(cm)fim*(an) = N. (B8) 
ami 

We must now recognize the essential new element of 
the GHFA. Whereas before a density matrix was asso
ciated with a given state of our system, it is now 
associated with a band of states. Thus, the analog of 
(B5) is 

p(^,0) = L . -«^«^« t , (B9) 
and of (B6) 

p( t f - l ,* ' ) = E Mi J. (BIO) 
i,m(i^ir) 

From these formulas and the conservation of particles 
we can suggest that (B8) may be replaced by 

I f c H ^ H ^ i , (BII) 
am 

With the help of (Bll) and (B3), we find from the 
GHFA Eq. (48), that 

E Sim+Y, E(n)= E fim*(an) (an13C|aV) 
m n an ,a 'n ' ,m 

X i M a V ) . (B12) 

On the other hand, from the equations of motion, we 
should have 

Hm Sim+YlnE(n)^Y<nWN(n) 
~HmWN^(im). (B13) 

This is seen to be consistent with (B12) if we compute 
the first sum on the right-hand of (B13) from (60) with 
the help of (B9), the second sum analogously using (60) 
and (BIO). The assignment of density matrices to the 
neighboring system of A^—l particles according to 
(BIO) is thus seen to be consistent with the basic 
equations of the GHFA. 

These considerations, however, and we know no 
other, are unable to establish the physical interpre
tation of the individual Sim, E(n). Since the latter 
especially is needed to complete the self-consistency, 
we must conclude, at least tentatively, that a fully 
equivalent variational formulation does not exist. On 
the other hand, an equivalent density-matrix formu
lation does exist. In this, Eq. (48) is replaced by the 
condition 

D>,3C] = 0 (B14) 

in the enlarged space, the additional definitions and 
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requirements remaining the same. Equation (B14) is 
itself deduced directly from (48). This last formulation 
is the one outlined in Sec. I. 

APPENDIX C: ZERO-FREQUENCY SOLUTIONS OF THE 
RANDOM-PHASE APPROXIMATION 

We discuss here the physical meaning of the zero-
energy solutions of the equations of the RPA. In this 
case we may restrict ourselves to solutions of the form 

ZH(0) = (^\ (CD 

which necessarily have zero norm. Our equations then 
become identical to the equations which determine 
incipient instability of the HF solutions [Eqs. (A 10) 
and (All)] and are 

( f t - «,-)&= (ji'I V| ij')bi.+ (jf | V| ii')tn'*, (C2) 

and complex conjugate equation. 
In the stability problem, we start with a complete 

set of orthonormal single-particle functions \pa(ot), such 
that only the first N, ^i(a), determine the energy and 
compare a "neighboring" set \l/a(<x) = ypa(a)+8^a(a). 
The relation 

tya(a) = M")l;ba (C3) 

must then constitute an infinitesimal unitary trans
formation, or 

ha^-U*, (C4) 

a substitution that will, henceforth, be made in (C2). 
We, furthermore, define £op as the operator 

f«/J = ^aWf 06^*03). (CS) 

We first establish the following basic lemma: If the 
commutator 

Bop,7Op]=0, (C6) 

i.e., if the interaction is invariant under the unitary 
transformations generated by £op then 

0' I K,1>] I i) = In- <Ji' I VI if) - (jf I VI ii')^r • (C7) 
Proof: If we work out the commutator (C6), we must 
find that it implies and is implied by the statement 

U(^\V\8r)-(aP\V\er)U 
= fa(ea\V\5T)-(a(3\V\ed)^T. (C8) 

Converting to the complete set ^o(«), a special case of 
(C8) reads 

ba(ai'\V\ii')-(ji'\V\ai')l:ai 
= Hi>a(aj\ V\tf)-(ji'\ V\ai)U>. (C9) 

But the left-hand side of (C9) is by definition the left-
hand side of (C7). The right-hand sides are also equal 
if we notice that their difference 

^i'U^lvlin-oriviu^i^o. (cio) 
From the lemma given, now follows the theorem: 

Theorem: If £op also commutes with Top so that 

Kop,rop]=[lop,(rop+F„p)]=Kopl^]=o)(cii) 
but £, is not a constant of the motion of the HF 
Hamiltonian 

D - , ^ 0 , (C12) 

then £ is a nontrivial solution of Eq. (C2). This follows 
from the fact that with the help of (C7) and (Cll), we 
have now established that Eq. (C2) is equivalent to the 
identity 

(«.-T^)^=0'IK^]|i) (C13) 
and from (C12), we know that this identity is nontrivial. 

Thus, for every one-particle symmetry operation of 
the original Hamiltonian which is violated by the HF 
Hamiltonian we obtain a zero-frequency solution of the 
RPA, which solution is formed from the matrix elements 
of the generator of the corresponding symmetry 
operation. The physical meaning of this result is well 
known from particular examples previously given.22 

Thus, in the case of the spherical nuclear shell model, 
where the original Hamiltonian is translationally in
variant, but the HF wave functions are not eigen-
functions of momentum, but rather represent wave 
functions centered about a given origin, our result 
expresses the fact that the HF energy is unaltered by 
translating this origin. We thus have three independent 
zero-energy solutions. Similarly, in the case of the 
spheroidal shell model, the arbitrariness in the choice 
of orientation of the well yields two more zero-energy 
solutions corresponding to the independent rotations 
about axes perpendicular to the axis of symmetry. 

As we have seen in Sec. V on the example of trans
lation, the GHFA is precisely the tool which yields a 
deeper understanding of how it is that a state of definite 
symmetry is best represented in the HFA by a Slater 
determinant which violates that symmetry. 


